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# CHAPTER 1: INTRODUCTION

## 1.1 Background of the Study

The quality of machine authoring has increased in the past decade with the invention of large-scale learning models (Rashkin et al., 2018). Today, they can produce texts that are similar to texts written by humans. A more comprehensive review of the published literature revealed issues such as conflicting topics and conflicting personalities (Dziri etal., 2021). These deficits are especially important for open reading activities that require collaboration, like as story construction.

Stories created using these models lack dialogue and global planning cognitive skills. Although separately the sentences in the text may seem meaningful & flowing, when combined, there isn’t much snese in the whole plot. Repetition of sentences in long texts will reduce the quality of the story (Yao et al., 2019). Preparation of content in different formats. Use the instructions & Use keywords and keywords using semantic frames. To get the most out of these projects, PLM often needs to fine-tune the data. One of the challenges in optimizing PLM is that in addition to the required information, the model also tends to examine events arising from the planned content and provide useful information from them. The absence of diversity in generated narratives is a common issue. Special alerts can be employed to address textual challenges. Studies have demonstrated that by adhering to specific guidelines, PLM (Probabilistic Language Models) can effectively tackle existing or upcoming tasks without necessitating optimization. However, challenges persist as cues are task-specific and pose difficulties in adaptation or repurposing for novel tasks. Even within the same task, instructions may not apply to all situations in large.

## 1.2 Research Questions

We try to address the below points in this thesis:

1. Narrative creation process along with control needs to be optimized in PLM. Can this technique be used with rapid learning to create stories with fewer shots without requiring much tuning?
2. The previous system only used GPT2. Can text be loaded using this model of GPT3?
3. Learning using prompts has been used in many ways to generate text. Is possible to extend its use for story-making work?

## 1.3 Aim & Objectives

We attempt to find several potential images of GPT3 in long-term document creation projects.

Objectives:

* A comprehensive review of the existing literature on the construction of a long story, a timely study and several published articles.
* Figure out what's possible and then create a way to create short and long stories using a few tenses and instructions.
* Evaluate stories created using automated test creation and compare the design to current technology.

## 1.4 Significance of the Study

## Story creation is an active area of ​​research. Although the short story has been studied extensively, its longer history has been less researched. Although optimization has been used as a method in previous studies, there is no research on creating stories without optimization. This study also explores recent developments and some inflections in cognitive-based learning. This can help writers get new ideas or overcome writer's block.

## 1.5 Scope of the Study

## The parameters of this thesis endeavor are outlined as follows:

## The completion timeframe for the thesis is set at 17 weeks subsequent to the submission of the research proposal.

## Open-source software and models will be utilized for experimentation purposes.

## Experimentation will be carried out utilizing publicly accessible GPU resources like Google Colab.

## Human assessment of the produced narrative is excluded from the thesis scope. Evaluation will solely center on automated metrics.1.6 Structure of the Study

The study's framework is structured as follows:

* Chapter 1 – Introduction: Offering an overview and background of the research.
* Chapter 2 – Literature Review: Examining related works in Automatic Story Generation and Prompt-Learning.
* Chapter 3 – Methodology: Providing a comprehensive explanation of the methodology applied during experimentation.
* Chapter 4 – Implementation: Detailing various experiments conducted for the story generation task.
* Chapter 5 – Results: Discussing the outcomes of the experiments outlined in Chapter 4.
* Chapter 6 – Conclusion: Summarizing the thesis work and exploring potential future enhancements.

# CHAPTER 2: LITERATURE REVIEW

## 2.1 Automatic Story Generation

### 2.1.1 Introduction

Automated story generation involves the creation of a series of events or actions that fulfill specific criteria and can be narrated as a story using a computer program (source). These narratives often encompass settings, characters, and objects, sometimes conveying a particular message or purpose intended by the author. Despite the development of story generation techniques since the 1960s, they have yet to achieve the level of creativity and complexity inherent in human-crafted stories, thus being classified as weak-intelligent machines.

For a computer to exhibit true creativity, it must generate stories distinct from those previously encountered. This entails considering various aspects of characters, including the story's setting, characters' desires and motivations, and their interactions and conflicts. The multitude of potential story characters can pose challenges for computers in effectively crafting unique narratives. Moreover, the purpose, beliefs, and interests underlying a story further influence the storytelling process. Open-ended story creation, which involves generating stories without relying on pre-existing models, presents additional hurdles: automatically devising a structured framework and evaluating story progress to inform the creation process.

Research endeavors have sought to dissect and explore the intricacies of the story design process. Gervás (2009) delved into how such machines attempt to foster creativity in individuals, emphasizing the role of computation. Subsequent advancements have been made in the realm of automatic storytelling. Yang et al. (source) conducted a study on planning and reasoning in computer-generated narratives, while Kybartas and Bidarra (source) categorized narrative generation into four tiers based on the degree of automation in story and space production: manual, story generation, spatial production, and automated story and location elements.

### 2.1.2 Structural Models

#### In the field of story creation, patterns are used to create stories by dividing stories into slices that follow a predetermined pattern. These gaps are filled by adding similar gaps from previously written and recorded stories, including the interaction between elements of the developed stories.

#### 2.1.2.1 Graph-Based Approaches

#### There are many ways to create stories using computers, including creating graphics and using templates. In the story mapping approach, a branching graph is created that represents all possible stories in a particular location, and stories are created by selecting linear paths throughout the graph. The quality of the story created depends on the quality of the image created, and adding constraints to the search process can improve the results. Maranda [104] developed a diagram for the creation of legends based on Propp's story model, looking for pieces of information that match the functions represented by the nodes in the diagram and connecting them together to form a story. The SCHEHERAZADE system was proposed by Li et al. [90] collected human knowledge about a particular type of text and studied drawings based on these notes, then cross-referenced the drawings to create stories. SCHEHERAZADE's images are similar to Maranda's images, but they are not cyclical and are linked to specific events in the story.

#### 2.1.2.2 Grammar-Based Approaches

The use of grammar to create stories began with Lakoff [85], who transformed Propp's story structure into story grammar and used the rewriting process to create stories, using Propp's work as a text for explanation. This has inspired the development of other grammars, such as Pemberton's old French grammar [127] used in the GESTER program [128] which creates good people with a beginning, middle and end. BRUTUS [31] is another system that creates narratives based on story writing by using patterns to group stories into themes. But this particular grammar is limited only to specific details and can only produce a small number of stories, it is necessary to have a more general grammar. Rumelhart [149] proposed the first universal story grammar and has since proposed many other grammars, including the Thorndyke proposal [170].

While story templates are easy to use and can create great stories, they have limitations in their ability to create stories with multiple characters and personas. The personas they create will be inconsistent or unreliable due to lack of focus on the subject. semantics. They will also face the problem of over-generation by producing non-stories articles that are considered stories.

### 2.1.3 Planning Based Models

Story writing theories have been criticized for their inability to understand stories [23, 24] because they focus on the content of stories rather than their theory and cannot be used for conflicting stories or multiple actors. In response, story-oriented theory emerged, which views story as a chain of interrelated events that serve a specific purpose [181]. Cook's [46] Conspiracy: The Master Book of All Plots, which includes the process of writing sentences and instructions on how to combine them to form a complete plot, is based on stories that guide thinking and are used as the basis for calculations. However, the plotter technique proposed by Egger et al. [53] Create a plot from the chapters of Plotto, which have limitations of the same story because it is based on the current state of the story rather than its previous state. The use of artificial intelligence algorithms in automatic story generation should provide reasons along with the initial situation and goals for determining actions that will ensure that the story achieves its goals, and possibly add techniques that will improve the quality of the created story.

### 2.1.4 ML Models

#### In machine learning (ML), a story can be viewed as a series of events, and the probability distribution of these events can be learned from the collection of stories (also known as the corpus).

#### 2.1.4.1 Story Abstraction

To increase the effectiveness of learning and thinking in machine learning (ML), it is necessary to create simple story models (so-called story abstractions) that focus on the importance of events and organizations in the story and enable possible overlaps between stories [105]. There are many ways to create story abstractions, and each has its own advantages and disadvantages. Chambers and Jurafsky [36, 37] and Jans et al. [76] represent a story as a sequence of events using (indicator, dependency) pairs to associate each event with a grammatical role performed by an actor. While this representation can capture the relationship between expressions and their arguments, it can also introduce conflicts between expression-object tuples and limit the representation of an actor's action. [18, 19] use the Open IE system to extract Rel-gram patterns, which are ternary relationships of the form (arg1, Relation, arg2). This representation can show interaction between entities, but may differ from other methods. Pichotta and Mooney [131] proposed the four-event representation of verbs (element, object, preposition), which can show the interaction between entities and was later developed by teaching prepositions [133]. Martin et al. [105] and Tambwekar et al. [167] also used the 4-event representation of the form (learning, teaching, product, change), while Ammanabrolu et al. [6] use the five-fold notation (object, verb, preposition, object, M). Yao et al. [186]

#### 2.1.4.2 Script Learning and Generation

The learning and generation process will use statistical models to analyze relationships between events in a story and predict new events that will occur in a series of events. These methods often include the use of parsers to extract expressions and arguments, the use of kernel reference parsers to identify sentences that refer to the same entity, and techniques such as context interfacing or cross-n-grams to create chain-of-event patterns. This model can be used to create a list of possible events that will fit into the chain of events. The relationship between the events of the hero. They then used vector machines to describe the physical relationship between two moments, as described by Chambers et al. [38] and create a list of possible events that could be part of the chain. This study improves on the previous method by using social relations to extract the state of individual actors and PMI to extract relations between states. [76] proposed the use of crossed n-grams to learn event chain statistics by combining each event with the next three events in the chain; developed the PMI method by thus reducing data sparsity and improving the training process [36]. The binary probabilistic ranking function used in this method models the chain of events sequentially, scoring events according to their position in the chain, taking into account the pre- and post-developmental events fixed in the previous method.

Balasubramanian et al. [18, 19] introduced the Rel-grams system, a Markov model similar to Jans et al. [76] But focus on social cohesion rather than conflict. This improvement allows the system to estimate one of the parameters (if there is a relationship) and the other parameter. and model interactions between different parts. This improvement allows the system to create event chains for the entire story, rather than separate organizations based on event chains formed by verb dependency pairs. However, the complexity of the process also increases the complexity of the statistical model. This system demonstrated greater accuracy of prediction compared to the system with instruction-dependent pairs, but the complexity of the process also increased the complexity of the statistical model. Estimating the situation compared to previous calculation methods. Ruedinger et al. [148] trained a log-bilinear model to predict story events, arguing that the predictive model can outperform linguistic modelling. The language discrimination model performs better compared to previous calculations. Pichotta and Mooney [133] used short-term (LSTM) RNN to learn stories based on statistics. Their model is capable of predicting the name or important information of the bad situation and shows that the performance is better than many other sources. They also continued their work to predict events directly from raw text without using explicit event models [132] and found that the difference between the raw text model and event model testing was small; This shows that subtraction can be useful for prediction: it is not necessary, especially in encoder-decoder setups. Granroth-Wilding and Clark [63] compared different methods to provide vector representations of event predictions and parameters and used these representations in an integrated neural network model that predicts the outcome of two events in Success in the chain of events. [114] introduced the Story Completion Test (SCT) and created the ROCStories corpus to test the machine's ability to choose the correct story endings for the story. Some researchers are using ROCStories to create classification models that can pick the ending of a story based on a variety of factors, including modeling and neural patterns. Chaturvedi et al. [39] proposed a learning model based on three assumptions: event sequence, logic theory, and semantic consistency. When their work is better than previous methods, researchers suggest a good analysis of human behavior and social culture to improve education. Lin et al. [95] proposed a similar model. Mustafazadeh et al. [116] trained a simple embedding model to predict the correct story ending based on the embedding of story content and two endings. Wang et al. [175] used generative adversarial networks where the model generates false models based on the background story and the discriminative model separates the model from the spurious model. The discriminator has three models: an LSTM-RNN model that represents sentences, an LSTM-RNN model that represents data, and a bilinear model that calculates the similarity between information content and articles. Recent studies [41, 74, 91, 93] show a significant improvement in SCT results when training large datasets.

#### 2.1.4.3 Story Completion

Unlike previous research on predicting new events by evaluating familiar events, the story serves the purpose of executing the plan given the context of the story [ 65 ]. Most systems in this category end a story by creating a story ending based on previous events. [145] used Children's Book Test (CBT) data as a narrative corpus. The first generation story takes the first story of 20 sentences as input and generates the next sentence based on CBR. RNN is used to generate the final sentence, which is compared word for word with the original sentence 21 as the gold standard. The main purpose of this study is to use various language measures to measure story production. Additionally, Hu et al. [72] reported a context-aware hierarchical LSTM model that can predict future events given past events. This model creates a series of narratives about future events. It considers the order of events at two levels: the order of words and the time order of events. It also treats story content as additional content. [92] proposed a Seq2Seq model that learns to use feedback to generate different stories. They believe that the traditional Seq2Seq model trained with maximum likelihood is suitable for gold-standard work. But this is not the case for the end of the generation story, and it is an ending that deserves to be accepted. To improve the quality of the results, electronic machines are encouraged to produce results similar to the results of human-written stories. Therefore, a binary classifier is trained to classify the output as human-generated or machine-generated. This distribution is used as a reward for the generator in reinforcement learning algorithms. Zhao et al. [189] improved the accuracy and quality of generated stories using the copying and masking process for the traditional Seq2Seq model proposed by See et al. [156]. To avoid word of mouth (OOV) problems, the published technique is used to create story endings directly from the previous events of the marker. The scope method is used to overcome the word equation problem by checking the maintenance history to adjust the service vector of future maintenance. A new intent function for semantic impact loss has been added to maximize the impact of the final design and story. It is calculated as the cosine similarity between the graphic meaning vector and the meaning vector created at the end. Although the resulting semantic vector is the final latent output of the encoder, the drawing semantic vector is calculated according to the method proposed by Ma and Sun [102]. The machine is trained using a reinforcement learning technique that uses different metrics as the reward function to simulate the human story process. [65] proposed a neural model that considers two assumptions for generating story endings: story coherence and tacit knowledge of the story. The events of each story, its characters, and the relationships between events play a role in the overall story. Therefore, incremental coding is used to ensure consistency in the content of the story. The model uses ConceptNet as a cognitive and control system that knows this from many angles, to follow the way the human brain understands stories and presents information based on background knowledge. The model can create the same story. [176] proposed a model based on GPT-2 [137] to form the missing part of the incomplete story by correcting the sentences formed by the previous and next sentences. Their model can create a composite story that fits given objectives. Similarly, Wang and Wan [178] proposed a model to generate the incomplete story at each point of the incomplete story. Unlike the model of Wang et al. [176], this pattern can form a sentence at the end of the story. It was adapted from Transformer [174] using a common algorithm for encoder and decoder. BERT (Bidirectional Encoder Represented by Transformers) is used as a separate encoder. BERT is a new representation language developed for pre-training deep two-sentence representation from anonymous text [51].

#### 2.1.4.4 Story Generation

Researchers are keen to use Seq2Seq models to create success stories due to their success in various NLP projects. [75] combined two off-the-shelf machines to create a narrative that creates stories while providing a series of short narratives. First, the words in a sentence are automatically translated using machine translation (SMT) and then a deep RNN is used to encode each sentence as a unit and decide the heart of the story. However, the resulting content was not completely semantically related to the description, and the overall score of the evaluation was not very high. [44] trained an RNN model to generate stories by predicting the next sentence. The model has two models: RNN Encoder-Decoder (RNNED), which shows expressions for vector representation and vice versa; . The model can create sentences that are grammatically correct and have all the correct content, but some words are used incorrectly in the created sentences. Harrison et al. [66] used an RNN to perform Markov Chain Monte Carlo (MCMC) sampling to generate stories, similar to the two-stage process used by Choi et al. [44].

Although RNNs are successful in many Seq2Seq problems, they do not follow the expectations in the story but often fail to make the story connection a few sentences later. According to Khandelwal and others, this is because a story is a longer sequence of events than RNN can support. [81] found that the prediction of RNN is based on a small number of previous signals. Therefore, according to story generation, RNN loses the connection between the current event and the distant event, which affects the coherence and integration of the story. [167] developed a controllable RNN generator that provides start and end words and uses additive learning to guide the RNN from start to finish. The design of the reward function depends on two factors: the distance between the next event and the last event, and the frequency with which the next event occurs before the last event in the story body. Amanabrolu et al. [6] used the gradient deep learning method of Tambwekar et al. [167] improved event generation and introduced four event-to-model transition methods to improve the quality and satisfaction of the written story. These models include retrieval and repair models, sample collection models, coupled models with Monte Carlo beam decoding, and Seq2Seq with a finite state machine. The results show that the overall performance of this model is better than a single model. Fan et al. [54] divided story generation into two stages to improve the consistency of generated stories. They created the story space using the convolutional language model, converted the space into text using the Seq2Seq model with the fusion mechanism to develop the relationship between the story and the space, and guided the idea of ​​modeling in context. This happened after research that divided story formation into two phases. [186] proposed a hierarchical generator that uses plot and text structure to generate stories based on names. They extract the story from each story in the body using the RAKE algorithm [147] to determine the most important words in each sentence, and then use two strategies to create ghost People: dynamic and static. The dynamic mode creates the next word in the story and the next sentence in the story at each step, while the static mode creates complete sentences that are then translated into text. They used the Seq2Seq model to transcribe stories, and the results showed that organizing stories led to better stories in terms of honesty, relationships, satisfaction, and liking of all users, but such models created worse stories of the same, and consistent models [183] ​​included the most important phrases in the sentence (skeleton He used additive learning to learn different sentences in a story and then trained the Seq2Seq model to generate sequences based on the sequence. However, integration may be negatively affected by the length of ideas and lack of familiarity with the ideas. Chen et al. [40] also generates context as an intermediate step before story generation, using external annotations to generate high-level plans from the training corpus, and then uses natural annotation to illustrate the preparation of the structure on how to create the process. They used the Seq2Seq model to generate new names and patterns, and while this system outperformed previous methods [54, 183, 186], the authors suggested that more robust methods were required to improve story-level consistency. Zhai et al. [188] proposed a hybrid model that can prepare stories from a small organization using a generator to prepare stories by taking the physical model of body graphs extracted from the story corpus, and generate a written story based on the stories using the neural surface module. story plan. They analyzed the story of global integration in terms of inclusivity, specificity, and intersectionality. Araz [10] proposed a modified neural network for inspiration-based story generation that creates new and possible stories, while also generating repetitive and incorrect words, and the instructions are not taken into account as carefully as expected.

Previously learned language patterns indicate good language processing ability. Text models created by the GPT-2 model [137] show that this model can produce texts similar to human handwriting. This led researchers to use pre-trained models to create stories. Saw et al. [157] proposed two models: a preliminary study of the Fusion model [125] and a minimal version of GPT2 called GPT2-117 [137]. Like other works [10, 54], this model is trained to generate inspiration-based stories. Overall, the authors found that the GPT2-117 model outperformed the Fusion model in many aspects but produced repetitive and less diverse forms when using the decision-making algorithm. Holtzman et al. [70] found that such patterns produce boring, inconsistent, or repetitive texts. [64] believe that the poor performance of pre-trained models is due to lack of information. Story creation, as an open-ended creation project, does not provide gold-standard results against which to compare models, unlike other creation tasks such as writing. No amount of creativity hinders the learning process. Therefore, awareness raising activities should be carried out. To solve this problem, the authors suggest using information from external information to create good stories and using various learning projects to capture the relationship between the relationship and the body of the sentence in the story. Their models create better stories in terms of logic and international relations than the underlying models. Inspired by Guan et al. [64], Xu YJ et al. [184] proposed a story-based control system that allows the integration of perceptual information into language structures. At each generation step, the model predicts a set of elements based on the context of the story and then uses these elements to query information regarding the understanding of the relevant elements. The next paragraph of the story is created with the GPT-2 model, reaching the main story and the climax. [94] proposed an open-source design based on Transformer. They use causal corpus to train causal models and event models, and to establish correlations and multivariate relationships. To encourage diversity, they also developed a method for conflicting lexical constraints that allows the decoder to choose one of the given words or phrases to include in its output. This method is used to choose between different morphological variants of the same lemma.

### 2.1.5 Story Evaluation

Automatic evaluation of stories is a difficult task in story creation due to the content of the story, the diversity of the measurement model, and the height of the story content. Most systems rely on human judgment to evaluate the creation of stories, but this method is not easy, time-consuming, content, and there is no gold standard for comparison. Human auditors can also use their knowledge and intuition to supplement inconsistent stories and rate inconsistent stories higher than they should be. [108, 129, 90, 144, 126]

There are many ways to evaluate the performance of the manufacturing process. One method is the narrative completion test proposed by Chambers and Jurafsky [36] to assess unsupervised learning and production. In this experiment, the events in the story are given by removing one event, and the system is asked to create a prediction list for the missing events according to the conditions. SCT proposed by Mostafazadeh et al. [114] is a variant of the descriptive completion test designed for educational auditing. It presents a set of four sentences and two alternatives to the fifth sentence, labeled "true ending" and "false ending", and evaluates the system's ability to choose an outcome for each story. Granroth-Wilding and Clark [63] proposed the Multiple-Choice Narrative Completion (MCNC) test, which provides a system with five decisions that can select the missing event, allowing the system to use more information about the context and choice list. Rich data and better comparison of different story-making processes.

**Statistical models.** This model predicts event conditions based on various statistics:

* **N-gram overlap**: As with other NLG functions, story generation quality can be evaluated by calculating the n-gram overlap between predicted and expected events. This includes measures such as BLEU, METEOR, CIDER and ROUGE. However, BLEU is the most commonly used metric in story creation; see for example [7, 65, 105, 183, 186].
* **Perplexity**: Perplexity is a frequently used metric to measure the quality of language structures. It measures how well the model predicts given previous data, where less stress indicates the true level of accuracy.
* **Pointwise Mutual Information**: PMI is used when choosing an event among many others. It is based on the common word count and selects cases whose common entities in the description have the highest PMI score (see Section 5.2). It was first proposed by Chambers and Jurafsky [36] and has been adopted by others such as [76, 148].

**Embeddings models.** Embedding models predict events based on word-level or sentence-level embeddings. Different measures can be used, including Skip Thought Cosine Similarity (STCS), Embedding Mean Cosine Similarity (EACS), Vector Extremal Cosine Similarity (VECS), and Greedy Matching Score (GMS). The average maximum likelihood model proposed by Roemmele et al. [146] is a word-level embedding model that calculates the average of similar embeddings for each trailing word and then selects the ending with the highest average. Deep semantic model is another design model used in SCT by Mostafazadeh [114]. Conditionally generative adversarial network models have also been used to generate stories; here a separator is used to select the correct story ending [92]. > One problem is that addressing the problem of story generation, the classification problem will lead to the quality of classification, but does not understand the content of the story and may not have enough ideas through the generation. Also, the creative nature of the story means that it will be uninteresting if it is too predictable. Additionally, there is no word “rule” in story generation that could affect the evaluation criteria, requiring the system to choose a particular response or be penalized for not doing so. The resulting stories are compared to spoken words, descriptions of the stories are analyzed, statistical analysis is used, details of the stories are evaluated based on emotional or social evaluation information, and the level of tension in the stories is evaluated. . . Romell et al. [145] used lexical agreement, style matching, and entity co-reference as language indicators to create stories, while Purdy et al. [136] analyzed grammar, chronology, local context and descriptive production. Kartal et al. [80] calculated the belief of the story created by dividing the belief in each action in the story, while León and Gervás [89] used 13 variables such as satisfaction, stress, thoughts, and emotions to tell the story to create a collective action of cooperation, the emergence of patterns and emotions. Yao et al. [186] used interactive stories and in-story retellings to measure differences in story production. Wang et al. [177] used social media likes as a predictive measure of story quality, and Sagarkar et al. The crowdsourced interestingness rating of the story continues. Behruz et al. [21, 22] evaluated interesting stories based on the unexpected and ability to generate predictions, while O'Neill and Riedl [122] measured interest in stories by calculating the evacuation cost at different times and finding suspicious locations.

### 2.1.6 Challenges in Automatic Story Generation

Although significant progress has been made in the field of automatic story generation, the field has not been as successful as expected and still faces many challenges and limitations such as.

* **Dispersion**.
* **Domain knowledge**.
* **Seq2Seq models**.
* **Pre-trained language models**.
* **Story interestingness**.
* **Objective evaluation**.

## 2.2 Prompt Based Learning

### 2.2.1 Brief History of NLP

The lack of an information recording and evaluation system makes it difficult to compare the performance of different systems. This can lead to a system's success being attributed to experience rather than appropriate resources, and systems being rated based on individual opinion rather than objective measurement of the brand. Standardizing these elements will allow more accurate assessment of the strengths and weaknesses of different models and will facilitate the development and improvement of previous work. However, despite the long history of the development of automated stories, no organization or existing measurement system has yet been widely accepted as a standard. In recent years, some researchers have begun to reuse existing stories and common-sense experiences, but more work is needed to develop a resource and measurement system to evaluate the design process.

### 2.2.2 Introduction to Prompting

#### One of the main problems of supervised learning is the large amount of recorded data required to train a model to perform a specific task. The NLP method uses instructions to solve this problem by training a language model (LM) to model the outcome of the text itself (not the outcome of the output of specific quote ideas). This allows the use of LM to predict expected results for a particular task without needing a large amount of recorded data.

#### 2.2.2.1 Prompt Addition

The prompt function is applied to the input text to create the result, causing the text to change. The process generally follows a two-step process: (1) uses a template, which is a string with spaces for input and intermediate response, which should ultimately do what is needed; (2) fills the input text placeholder with the actual input. For example, in an emotional review, the example would be the headline "Overall, [X] is the movie [Z]" and "I liked this movie." "I liked this movie. Overall, it's a [Z] movie." In machine translation, the pattern where input and response are marked by language would be "Finnish: [X] English: [Z]". names. These prompts can be "close" prompts (with a space between the text) or "prefix" prompts (enter text before the space). In some cases, fields may be represented by numerical IDs or continuous vectors rather than symbols. The number of parts [X] and [Z] can be adjusted according to the needs of different functions. (Kumar et al., 2016; McCann et al., 2018; Radford et al., 2019; Schick and Schütze, 2021a)

#### 2.2.2.2 Answer Search

The aim is then to find the text with the highest score, which is considered as á°, which increases the score of the language model (LM). To do this, we define a set of allowed mean responses generated including Z to represent the set in Y = {++, +,. ) ", "good", "OK", "bad", "terrible" } -, -- }).The answer may be in Z, it fills the field immediately, the command "fill" has a definite answer, to which it immediately "answers" We name it. Finally, we search for possible answers in Z using a pre-trained LM to calculate the probability of corresponding instructions. This search could be an argmax search to find the maximum value or a random sampling to maximize the output according to the LM distribution.

#### 2.2.2.3 Answer Mapping

Finally, the goal is to convert the answer with the highest score (á) into the highest score (Å·). In some cases, the response itself is the output (for example, in language-based tasks such as translation), but in other cases multiple responses may correspond to the same output. For example, multiple emotion words (e.g., “excellent,” “excellent,” “excellent”) can represent a category (e.g., “++”). In this case, the search results for the desired results must be specified.

#### 2.2.2.4 Design Considerations for Prompting

In this section, we explain several design considerations when creating NLP workflows:

* Pre-trained Model Choice
* Prompt Engineering
* Answer Engineering
* Expanding the Paradigm
* Prompt-based Training Strategies

### 2.2.3 Pre-trained Language Models

There have been many comprehensive evaluations of the effects of prelearning models (LM) on language processing (NLP) in the “pretraining and remediation” paradigm (Raffel et al., 2020; Qiu et al., 2020). Xu et al., 2021; Doddapaneni et al., 2021). This section provides an overview of various pre-LM studies focusing on factors related to motivation.

#### 2.2.3.1 Training Objectives

#### The main training goal of the prior learning model (LM) is usually to predict the probability of text x. The goal of language modeling (SLM) is to optimize the probability P(x) of the text in the training corpus ( Radford et al., 2019 ). The text is usually estimated autoregressively; This means that the model predicts tokens one by one, usually from left to right (although there may be other orders). Another approach to the SLM objective is the denoising objective, which applies some noise function xÌ = fnoise(x) to the input sentence and tries to predict the input sentence given the noise P(xxÌ). There are two types of denoising targets: corrupted text reconstruction (TO) targets, which provide only the noise of the input sentence to its pristine state, and full-text reconstruction (FTR) targets, which reconstruct the entire text, whether loud or voiced. loud. No (Lewis et al., 2020a).

#### 2.2.3.2 Noising Functions

For reconstruction purposes, the type of damage used to generate the noisy text xÌ can affect the performance of the learning algorithm. Additionally, preliminary information can be included by controlling noise. For example, noise can be applied to entities in the sentence to encourage the model to better estimate location. Various types of noise can be used, as shown in Table 4. Masks may be different or specifically designed to display foreknowledge. Replacement (e.g., Raffel et al., 2020 ) is similar to a mask, but the token or polysymbols are replaced with other symbols or words, such as image fields ( Su et al., 2020 ). Deletion (e.g., Lewis et al., 2020a ) involves removing one or more tokens from the text without adding [MASK] or another token. This work is often combined with a reconstruction of the full text. Planning (e.g., Liu et al., 2020a ) involves splitting the text into different parts (tokens, sentence intervals, or sentences) and rearranging them into new text.

#### 2.2.3.3 Directionality of Representations

The introduction of computational representation is an important aspect to consider when first understanding LMs. Generally speaking, there are two ways to count these representations: from left to right, where the representation of each word is based on the word itself and all previous words that occur in the sentence; words in sentence All words, including words to the left of the current word. It is also possible to combine these ideas or present the events in one decision, but this process is rare. Representing the direction of computation is often achieved through face tracking, which covers important aspects in tracking models such as Transformer architecture ( Vaswani et al., 2017 ).

#### 

#### 2.2.3.4 Typical Pre-training Methods

Some of the popular pre-training methods are - Left-to-Right Language Model, Masked Language Models, Prefix and Encoder-Decoder

### 2.2.4 Prompt Engineering

Just-in-time engineering is creating a function to optimize the performance of a specific downstream job. This may include finding the best model for the job using a manual or machine tool, including an instruction sample.

#### 2.2.4.1 Prompt Shape

The choice of instructions can affect the performance of previous models of basic tasks. Completion prompts involve filling in gaps in the text and are effective for problem-solving tasks using cover language patterns ( Petroni et al., 2019 ; Cui et al., 2021 ). On the other hand, preorders containing continuations of strings are suitable for tasks with structure or autoregressive language (Li and Liang, 2021; Lester et al., 2021). The new structure model can be used with two types of prompts. When working with tasks that require multiple inputs (such as sorting pairs), there must be room for multiple inputs in the current model.

#### 2.2.4.2 Manual Template Engineering

One way to create reports is to manually generate patterns based on human perception. This approach was used to create the LAMA dataset ( Petroni et al., 2019 ), which provides guidelines for searching for information in language structures. Manually prepared prefix verbs are also used for a variety of tasks, including question answering, translation, and reasoning ( Brown et al., 2020 ). Pre-designed models have also been used in multishot studies for tasks such as text classification and legal text (Schick and Schütze, 2020, 2021a, b).

#### 2.2.4.3 Automated Template Engineering

There are many problems with self-designing instant models, including the time and experience required to do so and the fact that even experienced designers may not see the best (Jiang li al., 2020c). To solve these problems, automated processes have been developed that enable the rapid creation of prototypes. These methods can be divided into those that use discrete hints (real strings) and those that use continuous hints (e.g., in the context of the underlying language structure). Additionally, activation can be static (using the same model for each input) or dynamic (creating a specific model for each input).

Discrete Prompts

There are several methods for automatically discovering prompts in a discrete space, usually corresponding to natural language phrases.

Continuous Prompts

The purpose of using hints in natural language processing (NLP) is to find ways to allow the language model (LM) to function properly. One way to use cues is to use extended instructions, also known as soft instructions, which carry out the instructions directly to the model rather than using natural human interpretation. The extension directive removes two restrictions: it allows embeddings of language templates to be embeddings of words in a language (not a natural language) and allows templates to contain them; The individual cannot adjust based on information coming from downstream activities rather than activities. Pre-trained LM parameters are parameterized.

There are several methods that use continuous prompts in NLP.

* **Prefix Tuning**
* **Tuning Initialized with Discrete Prompts**
* **Hard-Soft Prompt Hybrid Tuning**

### 2.2.5 Answer Engineering

Response engineering is the process of exploring the response space and raw data to build a good predictive model; Hint engineering involves creating an appropriate strategy for the hint process. For intervention engineering, two dimensions need to be considered: the form of the intervention and the nature of the intervention design.

#### 2.2.5.1 Answer Shape

The form of the answer refers to the level of detail, which can be different in natural language processing (NLP) tasks. One option is to use determiners, which can be single words from the word structure before the spoken word or one of the words. Another option is to use intervals, which are short multi-marker intervals often used with closing prompts. Sentences or documents can also be used as common responses to prefix prompts. The choice of the correct answer depends on the task being performed. Token or response responses are frequently used in classification tasks such as classification theory ( Yin et al., 2019 ) and relation extraction ( Petroni et al., 2019 ), also known as recognition ( Cui et al., 2021 ). Answers or sentences are often used in word formation tasks (Radford et al., 2019) and multiple choice questions where multiple sentence scores are compared (Khashabi et al., 2020).

#### 2.2.5.2 Answer Shape Design Methods

To obtain a good engineering response, not only the shape of the response must be considered, but also how to generate the appropriate response and how to map the output location if the response is not used as the final output.

Manual Answer Search

There are two main concepts in the design book for creating response space and drawing for output space: unlimited space and bounded space. In the case of unrestricted space, the response space is usually the space of all tokens (Petroni et al., 2019), a long-distance range (Jiang et al., 2020a), or the location of token arrays (Radford et al., 2019) and the identity map to direct the response to the final version. use it. Limited space is generally used for activities where label space is limited, such as classifying text or recognizing organization or answering multiple questions. For example, Yin et al. (2019) and Cui et al. (2021) Manually generated words or labels to be used as response fields for text classification and task recognition tasks. In multiple choice question answering, language models are often used to calculate the outcome probability in multiple choice question answering (Zweig et al., 2012).

Discrete Answer Search

Compared to speed searching in natural language processing (NLP), searching for automatic answers is less researched, although some methods have been developed for regular and unstructured answers. Response paraphrasing involves expanding the initial response space by creating a paraphrased response using methods such as back-translation (Jiang et al., 2020b). The pruning-before-search method first creates the pruned answer space and then uses the algorithm to search in this space to select the final answer. Schick and Schütze (2021a) and Schick et al. (2020) defined characters containing at least two characters of the alphabet as the first response field in the anonymous dataset, while Shin et al. (2020) Logical classifier using content representation based on [Z] tokens. Gao et al. (2021) selects the top k words based on their probability and continues to cut the response space based on the correct zero-throw of the training samples. Label parsing used in the relationship extraction study by Chen et al. (2021b), including decomposing each relationship into its components and using them as responses; The result of multiple responses becomes the sum of events for each form.

Continuous Answer Search

Hambazumyan et al. (2021) is one of several studies investigating the use of continuous or “soft” response signals that can be optimized from low-level parameters. They assign a virtual token to each tag and optimize token placement for each category with instant token placement. Unlike other methods, this method does not use embeddings learned from language models, but instead learns new embeddings for each tag from scratch.

### 2.2.6 Training Strategies for Prompting Methods

The methods described in the previous section provide a way to obtain appropriate instructions and consistent responses. The next step is to consider a training strategy that has a clear training model as well as a hint system.

#### 2.2.6.1 Training Settings

In many cases, a quick method without specifying the language pattern can be used for the following tasks by using previously learned language patterns to write in cloze or prefix prompts. Since there is no information about the relevant function, it is called a zero-throw field. However, there are still methods that use information along with instructions to teach the model. These methods fall into two categories: full data learning, where a large number of training samples are used to train the model, and several hours of training, where some samples are used to train the model. Suggestions are particularly useful in learning multiple times because often there are not enough instructions to specify the desired behavior and the instructions can be used to guide the model to the right. It is important to note that for most of the cue design methods described in the previous section, although the instructional model is not explicitly used for training models for the water function below, it is often used to create or implement the instructions that the function below will use. . . This means that this is not true zero-sum learning for basic tasks (Perez et al., 2021).

#### 2.2.6.2 Parameter Update Methods

There are generally two types of limitations in the cue-based downward learning process: not exceeding the previous model and those that cannot be obtained from the cue. Determining parameters is an important design decision that can affect how the model will perform under different conditions. There are five recommended corrections, including (i) whether the negative of the basic language structure has been changed, (ii) whether there are additional related words, and (iii) whether there are more related words.

Promptless Fine-tuning

Tuning-free Prompting

Fixed-LM Prompt Tuning

Fixed-prompt LM Tuning

Prompt+LM Tuning

### 2.2.7 Prompt-relevant Topics

In this section, we discuss the connection between real-time learning and other learning methods.

#### 2.2.7.1 Few-shot Learning

Few-Shot Learning is a method of learning machine learning in a situation where the number of training examples is small. There are many ways to use it:

* Model agnostic meta-learning
* Embedding learning
* Memory-based learning

Immediate reinforcement is another way to achieve multiple-shot learning, also known as priming-based multiple-shot learning. It involves adding sample text to an existing model to gain information from previously learned language models without a test score. (Finn et al., 2017b; Bertinetto et al., 2016; Kaiser et al., 2017; Wang et al., 2020; Kumar and Talukdar, 2021).

#### 2.2.7.2 QA-based Task Formulation

#### Previous QA-based design work involved conceptualizing various NLP tasks as question-answer questions with the aim of integrating the various activities into a framework. This approach is similar to prompting, uses questions to guide what to do, and focuses on the effective use of information from previously learned language structures. However, previous studies on QA design have not focused on the use of pre-trained models. For multitasking NLP (Kumar et al., 2016; McCann et al., 2018), for data extraction (Li et al., 2020; Wu et al., 2020) and (Chai et al., 2020) for classifying text.

#### 2.2.7.3 Controlled Production

#### Controlled production is a method with additional guidance beyond the input in the design to control the output (Yu et al., 2020). These instructions include tags (Sennrich et al., 2016b; Fan et al., 2018), long specifications (Kikuchi et al., 2016), field tags (Chu et al., 2017), keywords (Saito et al., Content or other types of information). relationship triples (Zhu et al., 2020), keywords or phrases (Grangier and Auli, 2018; Liu et al., 2021c) Some prompts can be considered a type of production control as they use instructions to specify tasks and add additional information to the text. Both controlled generation and cueing methods involve additional, unlearned text, and when used with seq2seq-based prelearning, controlled generation can be thought of as a type of cue learning that involves recommendation and the absence of both cues and prior LM learning can be fine-tuned. + LM fine-tuning” strategy. For example, GSum (Dou et al., 2021). First, generation control usually focuses on controlling the structure or content of the text generated while running in the background ( Fan et al., 2018 ; Dou et al., 2021 ) and does not necessarily have a learning model in the first place. In contrast, the main purpose of using instruction for text generation is to analyze the task itself and take advantage of the previous learning model (Li and Liang, 2021). Second, most current research on cue learning in the literature uses dataset- or task-level cues ( Li and Liang, 2021 ) rather than input-dependent cues ( Tsimpoukelli et al., 2021 ), which are information in the control text. Multigenerational systems will become the field of future educational research.

#### 2.2.7.4 Data Augmentation

Product augmentation will modify existing data to make the product suitable for education (Fadaee et al., 2017; Ratner et al., 2017). Scao and Rush (2021) found that adding instructions to a data set yielded an improvement in accuracy similar to adding hundreds of additional points to a classification task, and suggested that using instructions for the following activities is similar to additional information.

### 2.2.8 Challenges in Prompting

#### Although cue-based learning has achieved promising results in a wide range of tasks and situations, there are still some issues that need to be addressed. Some of these challenges are discussed below.

#### 2.2.8.1 Prompt Design

While most current academic research focuses on text classification or generation tasks, little attention is paid to data retrieval and text analysis. This may be because it is difficult to generate cues for such tasks. In the future, it will be necessary to modify these studies according to the classification or design problem, or to use good engineering response to present the design in the appropriate article. Another difficulty is; How to present information such as trees, graphs, tables or relational models in reports. Chen et al. (2021b) use additional symbols to encode lexical words, Aghajayan et al. (2021) use HTML-based guidelines to create web articles, but many models have not been thoroughly investigated. Additionally, there is also the question of how to search or learn the best combination of models and responses simultaneously, since the effectiveness of the model depends on both. While some studies focus on the selection of responses before models ( Gao et al., 2021 ; Shin et al., 2020 ), Hambardzumyan et al. (2021) demonstrated the ability to learn both simultaneously.

#### 2.2.8.2 Answer Engineering

Field engineering faces two major problems in the distribution of water. First, it can be difficult to choose the appropriate area when there are many groups. Second, when multiple token responses are used, it is not clear how to identify multiple tokens using language models, although some methods have been proposed (Jiang et al., 2020a). Appropriate responses for writing tasks can be equally valid but syntactically different, and most studies have focused on using a single response with only a few exceptions (Jiang et al., 2020c). How to achieve a better learning process through the many uses in text study is still an open question.

#### 2.2.8.3 Selection of Tuning Strategy

There are many ways to fix inconsistency of snapshot, language, or both. However, there is no good understanding in the field about the change in these practices. Conducting similar research in pre-training and conditioning would help understand the balances between different strategies (Peters et al., 2019).

#### 2.2.8.4 Multiple Prompt Learning

Cue integration involves the use of multiple cues, increasing space and time complexity. There is no research on the extraction of information from different directions. Schick and Schütze (2020, 2021a, b) used an integrated model to collect big data to extract information from many instructions, but it is not clear how to choose the appropriate integration language or how to use learning integration in text work. Cue synthesis and parsing involves decomposing complex job inputs into many subcues, but it is not clear how to choose between them. As a general rule, cue decomposition is appropriate for token or delay prediction tasks, while cue combination is better for relational prediction tasks. Rapid development is limited by the length of ideas, so it is necessary to learn how to select and sequence the information presented. Finally integration, working on different tasks, names or languages ​​just takes time, but there is little research in this area. It is not clear how to generate different cues or how to regulate the interaction between them. There is no research on the extraction of information from different directions. Schick and Schätze (2020, 2021a, b) used an integrated model to collect large datasets to extract knowledge from various teaching methods, but it is not clear how to choose integration-worthy language design or how to use integrated learning. in text activities. Cue synthesis and parsing involves decomposing complex job inputs into many subcues, but it is not clear how to choose between them. As a general rule, cue decomposition is appropriate for token or delay prediction tasks, while cue combination is better for relational prediction tasks. Rapid development is limited by the length of ideas, so it is necessary to learn how to select and sequence the information presented. Finally integration, working on different tasks, names or languages ​​just takes time, but there is little research in this area. It is not clear how to create different cues or modify the interaction between them.

#### 2.2.8.5 Selection of Pre-trained Models

There are many pre-learned languages ​​available for cue learning, but it is not clear how to choose the best language. While there are suggestions on how to choose a prior model for different NLP tasks, there is little comparison of the results of cue-based learning for different language models.

#### 2.2.8.6 Theoretical and Empirical Analysis of Prompting

Although time-only learning is successful in many cases, this approach lacks theoretical analysis and guarantees. Wei et al. (2021) showed that a small edit can reduce the biases required for retrieval in text classification tasks and facilitate the extraction of specific intended information. Sanghi et al. (2021) determined that the text classification task could be modified into a sentence completion task by modeling the language before expressive training. Scao and Rush (2021) found that inspiration often has hundreds of new products in the business section.

#### 2.2.8.7 Transferability of Prompts

It is important to understand which cues are specific to a pattern and to improve adaptation of the cues. Perez et al. (2021) found that cue selection in a calibrated few-shot learning scenario (in which a large validation set for selection cues is available) generally performs well on similar models, whereas in a true few-case learning scenario (in which a large validation set for selection cues is available in only a few training samples) similar samples It does not provide a good generalization for the change in cues was not good when sample sizes differed between the two conditions.

#### 2.2.8.8 Combination of Different Paradigms

Instruction-based learning has been successful in part due to the use of learning models that have been previously developed for training and optimization, such as BERT. However, it is unclear whether the pretraining effects of pretraining and conditioning can be applied directly to sign learning or whether pretraining is necessary to improve accuracy or ease of use. to work. This is an important research question but has not been extensively explored in the literature.

#### 2.2.8.9 Calibration of Prompting Methods

Calibration refers to the model's ability to make good predictions. When using the probability generated from a previously learned language model to predict the answer, it is important to consider that the distribution may not be well calibrated. Jiang et al. (2020b) found that the results of the preliminary model for the QA study measured well, but Zhu et al. (2021) identified three pitfalls (usually wrong form, wrong form, and wrong label) that can cause pre-learned language models to provide fast answers but be unfair for some answers. To overcome these pitfalls, Zhao et al. (2021) used a random-access point to obtain the initial probability and used the real input to obtain the second distribution, which could be used to obtain the probability distribution. However, this approach has the overhead of finding appropriate context-independent input, and the possibility of previously learned language patterns has not yet been evaluated. Although the ratio is measurable, caution should be taken when assuming a golden answer to the strategy because different data for the same product will compete for lack of quality (Holtzman et al., 2021). To solve this problem, answer engineering can be done, creating a set of golden answers using the annotation method (§5.2.2), or first evaluating the likelihood of words based on them in the given context (Holtzman et al., 2021).

## 2.3 Summary

# A lot of work has been done in the field of automatic story generation. However, most studies use the previous generation GPT2 as the model before story generation training. A few of them work using the power of a next-generation language model such as GPT3 or its derivatives.

# Although just-in-time learning is a relatively new phenomenon, significant research has been conducted in this area. Just-in-time learning has been used in many NLP applications, including writing. However, studies that use real-time learning to complete the story generation task are lacking.

# This work attempts to fill the above gap by using real-time learning to create stories and contribute to scores using next-generation language models.

# CHAPTER 3: RESEARCH METHODOLOGY

## 3.1 Introduction

## This project focuses on text generation and the various learning capabilities of PLM. Given an explanation as a control, the model should generate a story that exists in the model.

## 3.2 Algorithms & Techniques

3.2.3 State-of-the-Art Language Models

Some of the latest State-of-the-Art Pre-trained Language Models available for text generation tasks are discussed below:

* GPT3
* OPT
* BLOOM
* LaMDA
* PaLM

3.2.3 n-Shot Learning

* Zero-Shot Learning
* One-Shot Learning
* Few-Shot Learning

## 3.3 Methodology

### 3.3.1 End-to-End Pipeline

The end-to-end pipeline for the methodology is shown in Figure 3.3.1.1.
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Figure 3.3.1.1 E2E Pipeline

3.3.2 Data Selection

This work makes use of two standard story generation datasets:

* **ROCStories**
* **WritingPrompts**

The datasets are used as a corpus for stories. This corresponds to Step 1 in Figure 3.3.1.1.

### 3.3.3 Data Preparation

The plan should be an example of a sentence. While sending articles and sharing written information via ROCStories, no information is prepared. For this reason, the process needs to be extracted from the story data set and then displayed on the link. These descriptive sentence pairs can be used as examples in many conversations.

The outline instances can take one of two forms:

* **Summary** – An example of the structure here is the summary of the sentence. This article has been expanded from the abstract. For content extraction, it is recommended to use TextRank (Mihalcea and Tarau, 2004) to extract the most informative words from the sentence.
* **Keywords/Keyphrases** - Examples of the structure here are the main subject and the expressions in the sentence. Articles consist of these keywords/keywords. For the extraction process, it is recommended to use RAKE (Rose et al., 2010) to remove important words from the sentence.

This corresponds to Step 2 in Figure 3.3.1.1.

### 3.3.4 Implementation

The proposed implementation can be broadly separated into two major steps:

1. Creating prompts for Few-Shot Learning – In this step, information is generated about a small set of sample pairs. Each example has a outline (o) and a paragraph (t).

This corresponds to Step 3 in Figure 3.3.1.1.

1. Use examples of verbs with several conjugations to create incomplete sentences for new verbs; Verbs, examples with few conjugations, and sample questions are sent to the sample channel as emotional input. This formula returns the sentence generated from the query as a prediction.
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Figure 3.3.4.1 Prompting for Story Generation

This corresponds to Step 4 in Figure 3.3.1.1.

### 3.3.5 Evaluation

The resulting stories will be evaluated with various measurements. This study focuses only on evaluation using automatic indicators. Book review of the resulting stories is beyond the scope of this study.

The proposed metrics for evaluation are:

* **Perplexity (PPL)**
* **DIST/distinct-n**
* **BLEU**
* **Self-BLEU**
* **ROUGE**

These metrics will be compared across different factors.

Based on length of generated story -

* Short-Form Story Generation
* Long-Form Story Generation

Based on Pre-trained Language Model used:

* GPT2
* GPT3
* BLOOM
* OPT

Based on the Inference type:

* Zero-shot Generation
* One-shot Generation
* Few-shot Generation

This work will be benchmarked against the following baselines:

* Outline-to-Story
* Summarize, Outline and Elaborate
* Prompt Transfer for Text Generation

This corresponds to Step 5 in Figure 3.3.1.1.

## 3.4 Tools

## 

## 3.5 Summary
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